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  เผย ‘5 จุดบอด’ อันตราย ภัยเงียบจากการเพิ่มขึ้นของ Generative

AI ที่ผูบริหารไอทีตองไมมองขามและจัดการอยางเรงดวน
  

ในยุคดิจิทัลที่เทคโนโลยีหมุนไวเกินกวาจะคาดเดา G

enerative AI (Gen AI) ไดกาวเขามาเปนหัวใจสำคัญ

ในการวิถีการทำงานและความคิดสรางสรรคของมนุษ

ย โดยเฉพาะในฐานของการเปนพารทเนอรอัจฉริยะที่

ชวยทลายขีดจำกัดดานจินตนาการและการวิเคราะหข

อมูลอันมหาศาล ความสามารถในการสรางสรรคสิ่งใ

หม เปนกุญแจสำคัญในการขับเคลื่อนนวัตกรรมและส

รางความไดเปรียบทางการแขงขันในโลกยุคใหมที่ทุก

วินาทีคือโอกาส แตก็ไมไดหมายความวา ทุกเรื่องของ

Generative AI จะสวยงามไปเสียหมด เพราะวามันก็

ยังมีจุดออนหรือขอเรียกวาเปนจุดบอดสำคัญที่ทำใหเ

กิดความเสี่ยงจากการนำ Generative AI มาใชงาน ซึ่

งบอยครั้งที่ผูบริหารหรือทีมไอทีมักมองขามและสงผล

กระทบตามมาโดยไมไดตั้งใจ ดังนั้น CIO (Chief Infor

mation Officer) ตองใหความสำคัญ และเรงแกปดจุ

ดบอดนั้นอยางโดยเร็ว เพื่อใหมั่นใจวาจะไดรับคุณคา

จากการนำ GenAI มาใชงาน และไมสรางความเสียห

ายใหแกองคกร ทั้งนี้ การทเนอร โดย อรุณ จันทรเศกก

ารัน (Arun Chandrasekaran) รองประธานนักวิเครา

ะหการทเนอร ระบุวา เทคโนโลยีและเทคนิคการใชงา

นของ GenAI กำลังพัฒนารุดหนาไปอยางรวดเร็วอยา

งที่ไมเคยเกิดมากอน พรอม ๆ กับความคาดหวังที่สูงลิ่

วขององคกรผูใช นั่นทำใหผูบริหาร CIO ตองเผชิญคว

ามทาทายของการเปนผูนำทามกลางภูมิทัศนที่เปลี่ยน

แปลงตลอดเวลานี้ แมองคกรตาง ๆ จะใหความสำคั

ญกับความทาทายเรงดวนของ GenAI อาทิ คุณคาทา

งธุรกิจ ความปลอดภัย และความพรอมของขอมูล แต

พวกเขาอาจมองขามจุดบอดสำคัญเหลานี้ เนื่องจากเ

ปนผลกระทบในระดับรอง ๆ ลงมาที่ไมคอยปรากฏใหเ

ห็นอยางชัดเจนตั้งแตแรก โดยความเสี่ยงอยาง Shad

ow AI, หนี้ทางเทคนิค (Technical Debt), การเสื่อมถ

อยของทักษะ (Skills Erosion), 

  

ความตองการดานอธิปไตยขอมูล (Data Sovereignty

), ปญหาการทำงานรวมกัน (Interoperability Issues

) และการผูกติดกับผูใหบริการรายเดียว (Vendor Loc

k-In) ลวนเปนคลื่นใตน้ำที่บดบัง และบอนทำลายควา

มสำเร็จในระยะยาว ผูบริหาร CIO ตองจัดการทั้งควา

มทาทายที่มองเห็นไดและความเสี่ยงที่ซอนเรนอยูในก

ารนำ GenAI มาใช พรอมจัดลำดับความสำคัญเพื่อแ

กไขจุดบอดเหลานี้ไดอยางเหมาะสม ดังนี้:

#1 การปะทุของการแอบใช AI ในทางลับ ๆ (Explosio

n of Shadow AI) ผลสำรวจการทเนอรของผูนำดานค

วามปลอดภัยทางไซเบอรจำนวน 302 ราย ระหวางเดื

อนมีนาคม-พฤษภาคม ป 2568 เผยวา 69% ขององค

กรสงสัยหรือมีหลักฐานวาพนักงานกำลังใช GenAI ส

าธารณะที่ตองหาม

#2 หนี้ทางเทคนิคจาก AI (AI Technical Debt)

ภายในป 2573 องคกร 50% จะเผชิญกับการอัปเกรด

AI ที่ลาชาและ/หรือตนทุนการบำรุงรักษาที่เพิ่มขึ้นเนื่อ

งจากหนี้ทางเทคนิคของ GenAI ที่ไมไดรับการจัดการ

#3 ความตองการดานอธิปไตยขอมูลและ AI ที่เพิ่มขึ้น

(Rising Demand for Data and AI Sovereignty) ภ

ายในป 2571 รัฐบาล 65% ทั่วโลกจะนำขอกำหนดดา

นอธิปไตยทางเทคโนโลยีมาใชเพื่อเพิ่มความเปนอิสระ

#4 การเสื่อมถอยของทักษะ (Skills Erosion) การพึ่งพ

า AI มากเกินไปอาจกัดกรอนความเชี่ยวชาญ การตัด

สินใจ และความรูโดยนัยของมนุษยที่มีความสำคัญ ซึ่

งไมสามารถถายทอดหรือทดแทนไดงาย ๆ

#5 การผูกติดกับระบบนิเวศและทำงานกับผูใหบริการ

เดียว (Ecosystem Lock-In and Interoperability)

องคกรที่มุงมั่นนำศักยภาพ GenAI มาใชประโยชนใน

วงกวาง มักเลือกผูใหบริการเพียงรายเดียวเพื่อความร

วดเร็วและความงาย

( ที่มา : MarketingOops! )
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